
Chapter 9  

Greedy Technique 
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Greedy Technique 

Constructs a solution to an optimization problem piece by  

piece through a sequence of choices that are: 

 

f feasible 

 

f locally optimal 

 

f irrevocable 

 

For some problems, yields an optimal solution for every instance. 

For most, does not but can be useful for fast approximations. 
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Applications of the Greedy Strategy 

f Optimal solutions: 

Åchange making for ñnormalò coin denominations 

Åminimum spanning tree (MST) 

Åsingle-source shortest paths  

Åsimple scheduling problems 

ÅHuffman codes 

 

f Approximations:  

Åtraveling salesman problem (TSP) 

Åknapsack problem 

Åother combinatorial optimization problems 
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Change-Making Problem 

Given unlimited amounts of coins of denominations d1 > é > dm ,  

give change for amount n with the least number of coins 

 

Example:  d1 = 25c,  d2 =10c,  d3 = 5c,  d4 = 1c  and  n = 48c 

 

Greedy solution:  

 

Greedy solution is 

f optimal for any amount and ñnormalôô set of denominations 

f  may not be optimal for arbitrary coin denominations 
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Minimum Spanning Tree (MST) 

f Spanning tree of a connected graph G: a connected acyclic 

subgraph of G that includes all of Gôs vertices 

 

f Minimum spanning tree of a weighted, connected graph G: 

a spanning tree of G of minimum total weight 

 

Example: 
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